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« Modern recommendation systems aim to deliver D50} J|C[ S HA

personalized content based on user interests.
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« However, in practice, business priorities often lead
to prioritizing popular, profitable, or newly released S
content. 5T m ] e o 447

» This results in Structural Exposure Bias within

user interaction history.
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Introduction
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« We aimed to address Structural Exposure Bias in D50} J|C[ S HA
recommendation systems by leveraging Causal g
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« We sought to develop a practical, easily deployable
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plug-in framework to mitigate bias without altering =7 ml e ‘j.

existing recommendation system architectures.
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Related Work
Existing Approaches

» Previous methods typically use propensity scores,
Inverse Propensity Scoring (IPS), or Doubly Robust
estimation to adjust or create unbiased data values.

« Frameworks such as DICE and COCO-SBRS
manipulate and partition data or item sequences to
isolate pure user interests or item sequences devoid

of individual user biases.
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1983

Propensity scores in RSs:
are modeled with exposure
information.

PBM [WSDM "17]

Social exposure:
is integrated to model
propensity scores.

CPBM [SIGIR"19]

Interactions between
observations/clicks:

are incorporatedto predict —(
propensity scores with the
bidirectional LSTM model.

Propensity score & IPS:
are proposed for the
unbiased estimation of
causal effect.

I

ExpoMF [WWW'16]

Position-based propensity:
assumes that the propensity
score depends on position.

SERec [AAAI18]

Contextual position-

based propensity:

assumes that the propensity
score is determined by
position and query context
features.

10BM [SIGIR'21]

Unbiasedness of propensity scores

2013
SNIPS:
rescales the estimate of
IPS without any

parameters to reduce the
high variance.

MF -IPS [ICML'16]

NCIPS in RSs:
integrates SNIPS and
CIPS, and then mitigates
bias through contextual
normalization.

DLCE [RecSys"20]

Rel-MF [WSDM'20]
RIPS:
loosens the SUTVA
assumption and assumes
that users interact with a
list of items from the top
to the bottom.

RIIPS [KDD'22]

CIPS:
tightens the bound on the
predicted propensity score

by a scalar hyperparameter.

2015

IPS & SNIPS in RSs:
estimate unbiased
performance with a matrix
factorization method.

PieceNCIS, PointNCIS
[www18]

CIPS in RSs:

introduces the clipping
technique for variance
reduction, enhancing a
custom-designed unbiased
estimator grounded in IPS.

RIPS [KDD'20]

RIIPS:
constrains the difference in

2011 O

DR Joint Learning:
learns rating prediction
and propensity joinly.

Propensity-free DR
[cIKM19] |

MRDR:

reduces the variance
caused by inaccurate
imputed outcomes while
retaining its double
robustness.

Cascade -DR [WSDM'22]

DRIB:
proposes an adaptive

between the deployed

system and the new system.

Low variance of IPS

approach to effectively ]
learn the DR estimator.

CDR[CIKM'23] ()

DR:

leverages the strength and
overcomes the weaknesses
of the direct method and
IPS.

DR-JL[ICML19]

Propensity-freeDR:
addresses the issue that
samples with low
propensity areabsent in the
observed dataset .

MRDR [SIGIR'21]

Cascade-DR:
builds DR on the cascade
assumption.

DRIB [WSDM'22]

Conservative DR:

filters out poisonous
imputation by examining
of their mean and variance.

Doubly robust

(8%
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Related Work

Limitations

Existing methods usually require structural changes to
the core recommendation models.
Implementing these structural changes in real-world

systems introduces significant risks and high costs.
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Figure 2: The steps of Action and Prediction of COCO-SBRS. The BRMs are pre-trained with the sessions in the training set in
the Abduction step, which is not shown in this figure.
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Proposed Method

Problem Formulation Structural Causal Model
via Structural Causal Modeling +“Intrinsic ~ Exposure ¥
Interest Policy

« We formulated viewing behavior (Y) as influenced by two III
[=]

causal factors: Interest and Conformity, creating a collider
structure for causal inference

« Datasets were partitioned to independently learn E
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interest-driven and conformity-driven aspects. N _7
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Proposed Method

Causal Intent Learner
via Disentangled Representation

» The DICE framework was utilized to separately learn T interest | [ interest
L ?E’lti‘?‘!‘!'_"_g_____i 1 soss
intermediate user/item embeddings representing interest H 83 """ concat |
. discrepancy — ifer click
and conformity. loss EI E e A
A 8
» Multi-task learning was employed across the partitioned prmmeoemoecmesmeeg Reeemeeeeeeeno-d
H conformity conformlty
. . . : embedding : loss
datasets to simultaneously optimize these embeddings.
(b) Causal Embedding
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Interest Policy
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Plug-in Adaptation for
Recommendation Models =

/

» Learned causal embeddings were applied as initial | Historical Logs |
| Recommendation
weights for users and items, tailoring integration CIPHER I ] Modes
- N\ 4 N\
methods specifically to different model architectures. Ciioal Ttemt Tieammor —a - { iR
. . . Plug-i
« The model-agnostic integration allowed rapid 1—| =y
. . > CF-based Model
. . . . ) Weights Init
incorporation of genuine user interests and conformity Emmbeddmgism H
[Interest || Conformity] - .
across various recommendation models. s et 9 y

Exposure Policy (Popularity-driven)
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Experiments

Research Objectives

« RQ1: Can we causally disentangle user intent into intrinsic interest and conformity, producing interpretable
representations from real-world interaction logs?

» RQ2: Does our integration of CIPHER embeddings into various backbone models improve recommendation
performance without requiring architectural modifications?

» RQ3: How effectively does CIPHER mitigate exposure bias and improve item coverage and personalization

fairness?
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Experiments

Evaluation Setup K . wm G
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» Dataset: Real-world IPTV service logs
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« Metrics: Precision, Recall, MRR, Item Coverage e IE‘EI“
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[ 4
Interest Embedding Conformity Embedding
Xxperiments

RQ1: Interpretability of Causal Intent
=== | Representations with Real-World Data
d % 1. Item clustering based on viewing history demonstrated clear interest

»: G embedding groups (e.g., series, genres) visually.

» CIPHER generates causally interpretable embeddings that clearly

New Journey to the West ~ Europe Outside th T nt New J yt th West E urope Outside the Ten

separate user interest from conformity, validating our core

assumptions with real-world data.
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CF-based model
(base)

CF-based model +
CIPHER (fixed)

Sequence-based
model + CIPHER
(trainable)

CF-based model +
CIPHER (trainable)
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-8.79% -7.60%  -9.60% -21.02%
+5.86% +5.99%  +7.09% +55.21%
-1.77% -1.93%  -3.25% -75.95%
+4.42% +4.02%  +4.67% -45.43%
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B TmpEmEmE Experiments
(base)

Sequence-based model
+ CIPHER (fixed)

RQ2: Effectiveness of Model-Agnostic
Integration

» Experiments were conducted with two distinct recommendation
algorithms.

» An ablation study was performed, comparing baseline, fixed-weight,
and trainable-weight initialization methods.

 Significant improvements in item coverage were observed, particularly
in sequence models, enabling better learning of interest sequences

and recommending diverse rather than popularity-biased content.
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Experiments

RQ3: Mitigation of Structural Item Bias
via Conformity Understanding

» The popularity of recommended items was compared across different user groups.
» Tailored recommendations were identified: popular content increased by 2.3% for users preferring popular
items, while popular content was reduced by 3.2% for low-conformity users.

» Most importantly, we show that structural exposure bias was effectively reduced for different user groups.
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Conclusion
Summary

CIPHER is a practical, causal inference-based plug-in framework that addresses structural exposure bias without
altering existing recommendation models.

» Validated on real-world IPTV data, it enhances recommendation diversity, provides interpretable causal
embeddings, and deepens understanding of true user interests and conformity-driven behaviors, demonstrating

substantial practical value for robust personalization.

F uture Work

Offline performance validation of the framework will be conducted in real-world services, extending user
understanding to additional observable factors such as price sensitivity and recency.

» Application of intent understanding technology will be expanded beyond media services to other areas within the
company.
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